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4.1 Introduction

Visualization methods are essential to the analysis of Big Data. In this chapter, we focus

on large complex networks (interchangeably called the big network) that may have millions

79
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of nodes, multiple node/edge attributes and nontrivial topologies beyond the random graph.
We present both current challenges and state-of-the-art methods to visually analyze these
networks. This should help practitioners and researchers in Big Data-related areas handle
network data.

We start by introducing the concept of networks in the visualization research. In general,
the network discussed here is composed of a set of nodes representing various types of
entities or items, and a set of edges representing the complex relationship between these
nodes. For example, social networks are typical instances of such a concept. The nodes
can be registered users of an online application, or students in an offline teaching class.
Both kinds of users can have rich demographics, for example, gender, age or interests.
The edges in these social networks can be friendship ties with various degrees of familiarity,
short-message communications with informative sending/receiving patterns, or even mutual
hostile behaviors at school, indicating the negative relationship. On these networks, the
problem of visualization arises as ordinary people fail to interpret the structure and useful
patterns from the network only by looking at the list of nodes and edges. Researchers seek
to design automatic algorithms to draw the networks into a virtual space, namely world
coordinates, which can be further displayed in computer screens or printed on paper to
amplify people’s cognition on networks.

The fundamental challenge in network visualization is how to assign appropriate loca-
tions for nodes and how to connect edges between these nodes, known as the node and edge
layout problem. This is referred to as the graph drawing problem where the term graph
is often used interchangeably with the term network. Common graph drawing frameworks
identify general constraints (called aesthetics) in the desired network layout, develop fast
algorithms to satisfy these constraints, and then design visual representations to draw the
network nodes and edges for better interpretation. Among known drawing aesthetics, the
objective to minimize the edge crossings is often considered to be the most critical. While
theoretical methods to avoid any or most edge crossings in the graph layout have been
developed, known as the planarity-based approach, another class of methods called the
force-directed approach is more popular in drawing real-life graphs that can have larger
size and complexity. The force-directed method was first invented by Eades in his spring-
electrical model [1] and later improved by Fruchterman and Reingold on the force formula
[2]. The main idea is to translate the graph layout problem into the energy minimization of a
physical system. Similar models include the stress model introduced by Kamada and Kawai
[3], on which fast solvers have been available [4]. In visualizing networks given the node
and the edge layouts, the node-link representation is the most popular, which draws nodes
by enclosures and edges by lines connecting them. This representation exploits people’s
perception-level characteristics that tend to relate visual elements connected by uniform
visual properties, also known as the connectedness principle of the Gestalt laws [5]. Other
visual metaphors for networks, such as the adjacency matrix [6] and statistical charts [7],
have also been studied and shown to outperform the node-link representation under cer-
tain conditions. The full technical details of the classical graph drawing algorithms and
frameworks are not the focus of this chapter. Readers are referred to the book in [8] for a
comprehensive understanding of the field. In particular, for ease of discussion, we will limit
the scope in this chapter to the node-link visualization of simple and undirected graphs,
that is, there are no loops (edges that connect one node to itself), no duplicate edges (more
than one edge that connects the same pair of nodes together), and no hyperedges (edges
that connect to more than two nodes) on the graph.

Over the past few decades, we have witnessed the development of network visualization
techniques in both theories and applications. For example, the Graphviz open source graph
layout and rendering engine [9] developed at AT&T Labs has been widely applied in various
domains as the standard graph drawing toolkit. The popular D3.js library in JavaScript
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and the Prefuse library in Java both carry implementations of the force-directed graph
layout algorithm and example routines for network visualization. Other relevant software
packages developed in academia include Gephi [10], OGDF [11], and Tulip [12]. Nowadays,
the visualization of small commodity networks have grown to an extent that beginners can
draw an elegant graph within 100 lines of code in a short amount of time with the help of
well-developed libraries. However, on the large complex networks collected in the current
Big Data era, such as the massive online social networks and the semantic-rich knowledge
graphs, established graph drawing methods often face new and unsolved challenges due to
the unique properties of the big network. We shall briefly discuss these challenges by looking
at the four Vs of Big Data.

On data volume, Facebook now hosts more than one billion registered users, and Twitter
has 288 million monthly active users. Their social graphs are millions of times larger than
the classical network data set measured in Zachary’s Karate Club (34 nodes). It is difficult,
if not impossible, to store the entire graph (~ 10° nodes with attributes) for visualization
in a commodity desktop. When the network is displayed in browser through cloud-based
services, on a small portion of such graphs (~ 107 nodes), the time to load the data can
exceed the amount that can be tolerated by users (> 1 min). Furthermore, if the full layout
is to be computed in-situ at the client side, a moderately-sized graph (~ 10° nodes) can take
an unacceptable time to process. Finally, in cases where all earlier mentioned difficulties can
be settled, normal people can hardly interpret the network structure with more than 103
nodes visually, known as the perception constraint. In summary, the sheer volume of big
networks brings huge challenges to network visualization due to its growing space, time,
and visual complexities.

On data variety, the social graphs on Facebook and Twitter have more than a hundred
attributes on each account, including their user types, demographics, and various oper-
ational/security settings; the gene regulatory network can have tens of interaction types
modeled on edges. Understanding the distribution of these attributes on big networks can
be critical to many real-world problems, such as the network diffusion, evolution, and so on.
While the straightforward method to encode node/edge attributes through visual channels
can serve a limited number of such dimensions, the navigation and visual analysis of the
entire high-dimensional network remains an open challenge. New methods need to be devel-
oped to visually represent the correlation between the topology and node/edge attributes
of big networks.

On data velocity, all networks are live, that is, they change over time. This first duplicates
the network size by the number of time slots under study, and makes the challenge on data
volume even greater. On the other hand, the visualization of network dynamics brings
the new requirement to stabilize the network layout. Furthermore, how to appropriately
represent the time dimension on the network visualization remains an open problem, when
the classical 2D network layout has been assigned to illustrate the topology information.
This thread of research has attracted significant attention recently on the topic of dynamic
network visualization. Due to space limits, we will not cover more details on this part.
Readers can refer to the latest survey [13] for more information.

In a few reports, the fourth V of the Big Data is known as the value. On the visualization
of large complex networks, the value for end users is greatly diminished by the increasing
size and dimensionality of the network data. Users find it hard to understand the hairballs
created on large networks and the information-intensive drawing of most multivariate net-
work visualizations. The key to this challenge often depends on managing the complexity
in the first three facets of big networks.

Existing literature on large complex network visualization can be roughly categorized
into four classes of approaches, as shown in Figure 4.1: graph layout—based, graph mining—
based, graph and view transformation—based, and interaction-based. In this chapter, we
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Large complex network visualization

Network interaction
(S4.2, S4.3)

Large graph
drawing (S4.2)

Classical methods on
graph drawing

Graph/view
transformation (S4.3)

Graph mining (54.3)

FIGURE 4.1: Classifications of large complex network visualization methods and the
organization of this chapter.

will focus on the first three classes and their methodologies to tackle the data volume
and variety challenges of large complex network visualizations. The fourth class related
to network interactions is also involved in these discussions. The rest of this chapter is
organized as follows:

e In Section 4.2, we talk about large graph drawing methods, which extend the classical
drawing algorithms to support large and complex networks that may exhibit small world
tendencies.

e In Section 4.3, we describe the visual abstraction methods for large and multivariate
networks, which can employ both graph mining-based and graph transformation—based
approaches.

e In Section 4.4, we give a few examples on the application of the proposed methods in
real-world visualization problems.

e Finally in Section 4.5, we summarize existing approaches and potential future directions
on large complex network visualization.

4.2 Algorithms for Large Network Visualization

In this section we look at algorithms and techniques for laying out large graphs. One
important consideration when working on large graphs is that the scalability of the algorithm
becomes very important. An algorithm that has, say, a computational complexity quadratic
to the number of nodes may work well for graphs of a few hundred nodes. But such an
algorithm would take a very long time to find a layout for a graph of a million nodes.
Furthermore, an algorithm with quadratic memory complexity would not even run on a
graph of a million nodes, because no single computer would be able to store 10'? real
numbers in memory. In addition, many algorithms that can scale to a large size are iterative
methods that attempt to find an optimal solution to a cost function. For large graphs, such
a cost function tends to have many local minima. So the ability of the algorithm in escaping
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from a local minimum and achieving a globally optimal drawing is also very important on
large graphs.

4.2.1 Layout algorithms for large graphs

We first define some notations. An undirected graph G consists of a set of nodes (vertices)
V, and a set of edges E, which are tuples of nodes. Denote by |V| and |E| the number of
vertices and edges, respectively. If vertices ¢ and j form an edge, we denote that i « j, and
call ¢ and j neighboring vertices.

A graph is traditionally visualized as a node-link diagram like Figure 4.2, which displays
a 14-node social network. To get this diagram, we must lay out the graph, that is, assign
a location to each node. We denote by z; the location of vertex ¢ in the layout. Here z;
is in d-dimensional Euclidean space. Typically d = 2 or 3. The aim of laying out a graph
is that the resulting drawing gives an aesthetic visual representation of the connectivity
information among vertices.

The most widely used techniques turn the problem of graph layout into one of finding a
minimal energy configuration of a physical system. The two most popular methods in this
category are the spring-electrical model [1,2], and the stress model [3]. These are among the
algorithms we will discuss next.

4.2.1.1 Spring-electrical model-based algorithms

The spring-electrical model was first introduced by Peter Eades in 1984 [1]. He suggested
embedding a graph by replacing the vertices by steel rings and each edge with a spring to
form a mechanical system. The vertices are placed in some initial layout and let go so
that the spring forces on the rings move the system to a minimal energy state. At the same
time he made nonadjacent vertices repel each other. This intuitive idea describes the spring-
electrical model, as well as the force-directed solution framework now widely used for solving
this and other virtual physical models. The version of the spring-electrical model that is
used today is a modification of Eades’s formulation, due to Fruchterman and Reingold [2].
In this version, attractive spring force exerted on vertex i from its neighbor j is proportional
to the squared distance between these two vertices,

Nl = 3l wi -y
Kl — )
where K is a parameter related to the nominal edge length of the final layout. The repulsive

electrical force exerted on vertex i from any vertex j is inversely proportional to the distance
between these two vertices,

Fa(i,j) = i g (4.1)

17 (4.2)

FIGURE 4.2: Visualization of a small social network.
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The energy of this physical system [14] is

E(@) =Y |lz: — 2;*/BK) = Y K*In(|la; — a5)
iej i
with its derivatives a combination of the attractive and repulsive forces.

The spring-electrical model can be solved with a force-directed procedure by starting
from an initial (e.g., random) layout, calculating the combined attractive and repulsive
forces on each vertex, and moving the vertex along the direction of the force for a certain
step length. This process is repeated for every vertex, with the step length decreasing after
a complete pass over all the vertices. The process continues until the layout stabilizes.

This procedure can be enhanced by an adaptive step length updating scheme [15,16].
It usually works well for small graphs. For large graphs, this simple iterative procedure is
prone to be trapped in one of the many local energy minima that exists in the space of all
possible layouts. Furthermore, the computational complexity of the spring-electrical model
is O(|V']?), making it unsuitable for very large graphs. We discuss two techniques next to
make the spring-electrical model scalable and better at finding a global optimal solution.

Fast force approximation. The force-directed algorithm involves computing the re-
pulsion force, Equation 4.2, of all other nodes j to one node i, and repeats this for every
node i. Thus to compute the repulsion force once for every node requires a quadratic amount
(|V|?) of force calculations.

One way to reduce this complexity is to use one of a few possible force approximation
schemes. The scheme proposed by Barnes and Hut [17] approximates the repulsive forces in
O(nlogn) time with good accuracy, but does so without ignoring long range forces. It works
by treating groups of far away vertices as supernodes, using a nested space decomposing
data structure. This idea was adopted by Tunkelang [18] and Quigley [19]. They both used
a quadtree (or octree in 3D) data structure.

A quadtree forms a recursive grouping of vertices (Figure 4.3), and can be used to
efficiently approximate the repulsive force. When calculating the repulsive force on a vertex
i, if a group of vertices, S, lies in a square that is sufficiently “far” from 4, the whole group
can be treated as a supernode. Otherwise we traverse down the tree and examine the four
sibling squares.

wri

NamE e a

FIGURE 4.3: An illustration of the quadtree data structure. Left: the overall quadtree.
Right: supernodes with reference to a vertex at the top-middle part of the graph, with 6 = 1.
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Figure 4.3 (right) shows all the super-nodes (the squares) and the vertices these super-
nodes consist of, with reference to vertex i located at the top-middle part of the graph. In
this case there are 936 vertices, and 32 supernodes.

Under a reasonable assumption [17,20] that the vertices do not distribute pathalogically
(in practice this assumption is satisfied when the initial layout is not highly skewed in some
areas), it can be proved that building the quadtree takes a time complexity of O(|V|log|V]).
Finding all the supernodes with reference to a vertex ¢ can be done in a time complexity of
O(log|V|). Overall, using a quadtree structure to approximate the repulsive force, the com-
plexity for each iteration of the force-directed algorithm using the spring-electrical model
is O(|V|log|V|). This force approximation scheme can be further improved by consider-
ing force approximation at the supernode—supernode level instead of the vertex—supernode
level [21].

The multipole method [22] is another force approximation algorithm with the same
O(|V]log |V|) complexity. The advantage of this approach is that its complexity is indepen-
dent of the distribution of vertex positions. It also uses on a quad-tree space decomposition.
Hachul and Jiinger applied this force approximation to graph drawing [23] in the FM? code.

Multilevel approach. The force-directed algorithm with the spring-electrical model
repositions one vertex at a time to minimize the energy locally. On a graph, this system
of springs and electrical charges can have many local minimum configurations. Therefore,
starting with a random initial layout, the algorithm often cannot converge to a global
optimal final layout on large graphs. A multilevel approach can overcome this limitation. In
this approach, a sequence of smaller and smaller graphs is generated from the original graph,
each capturing the essential connectivity information of its parent. The global optimal layout
can be found much more easily on small graphs. A good layout for a coarser graph is thus
always used as a starting layout for its parent. From this initial layout, further refinement
is carried out to achieve the optimal layout of the parent.

Multilevel approaches have been used in many large-scale combinatorial optimization
problems, such as graph partitioning [24-26], matrix ordering [27,28], and the traveling
salesman problem [29], and were proved to be a useful meta-heuristic tool [30]. They were
later used in graph drawing algorithms [31-34], sometimes under the name “multiscale.”
Note that a multilevel approach is not limited to the spring-electrical model, but for con-
venience it is discussed in the context of this model.

A multilevel approach has three distinctive phases: coarsening, coarsest graph layout, and
prolongation and refinement. In the coarsening phase, a series of coarser and coarser graphs,
G° = G,G, ... G, is generated, each coarser graph G**! encapsulating the information
needed to lay out its parent G*, while containing fewer vertices and edges. The coarsening
continues until a graph with only a small number of vertices is reached. The optimal layout
for the coarsest graph can be found cheaply. The layouts on the coarser graphs are recursively
prolonged to the finer graphs, with further refinement at each level.

Graph coarsening and initial layout is the first phase in the multilevel approach. There
are a number of ways to coarsen an undirected graph. One often-used method is based on
edge collapsing [24-26]. In this scheme, a maximal independent edge set (MIES) is selected.
This is a maximal set of edges, with no edges incident to the same vertex. The vertices
corresponding to this edge set form a maximal matching. Each edge, and its corresponding
pair of vertices, are coalesced into a new vertex. Each vertex of the resulting coarser graph
has an associated weight, equal to the number of original vertices it represents. Each edge
of the coarser graph also has a weight associated with it. Initially, all edge weights are set
to one. During coarsening, edge weights are unchanged unless both merged vertices are
adjacent to the same neighbor. In this case, the new edge is given a weight equal to the
sum of the weights of the edges it replaces. Figure 4.4 illustrates MIES and the result of
coarsening using edge collapsing.
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FIGURE 4.4: An illustration of edge collapsing—based graph coarsening. Left: original
graph with 85 vertices. Edges in a maximal independent edge set are thickened. Right: a
coarser graph with 43 vertices resulting from coalescing thickened edges.

The coarsest graph layout is carried out at the end of the recursive coarsening process.
Coarsening is performed repeatedly until the graph is very small; at that point because
the graph on the coarsest level is very small, many algorithms, including the force-directed
algorithm with the spring-electrical mode, can find a globally optimal layout.

The prolongation and refinement step is the third phase in a multilevel procedure. The
layout on the coarser graphs are recursively interpolated to the finer graphs, with further
refinement at each level. Because the layout is derived from the layout of a coarser graph, it
is typically already well placed globally and what is required is just some local adjustment,
therefore a conservative step-length update scheme should be used.

Putting it all together. When combining the fast force approximation scheme with
the multilevel approach, the resulting spring-electrical algorithm can scale to graphs with
millions of nodes and up to a billion edges [35]. Row “Spring electrical” of Figure 4.5
shows drawings of two graphs using such a multilevel force-directed algorithm [16]. The
drawings are of good quality for both dw256A, a mesh-like graph, and gh882, a sparser
graph. Two implementations of the multilevel force-directed algorithm are sfdp [16] and
fm? [23]. Figure 4.6 gives some examples using sfdp.

4.2.1.2 Stress and strain model-based algorithms

The spring-electrical model assumes a constant ideal edge length. But in many applica-
tions, edges of a graph often have a variable ideal length. For example, the length of an edge
may represent the dis-similarity of the end nodes. It is useful to lay out such graphs so that
similar nodes are closer while dissimilar nodes are further apart. While the spring-electrical
model can be modified to take into account the edge length in a heuristic fashion, this kind
of information is best encoded with the stress model.

The stress model. The stress model assumes that there are springs connecting all pairs
of vertices in the graph, with the ideal spring length equal to the predefined edge length.
The stress energy of this spring system is

> wij (Il — ajl| — dy) ® (4.3)
i#]
where dj; is the ideal distance between vertices ¢ and j. The layout that minimizes the
earlier mentioned stress energy is an optimal layout of the graph according to this model.
In the stress model wj; is a weight factor. A typical choice is wi; = l/dijz. With this choice,
Equation 4.3 can be written as >, (|| — 2| /dj — 1) 2 thus this stress energy measures
the relative difference between the actual edge length and ideal edge length. If w;; = 1/dj;,
the resulting embedding is known as Sammon mapping.
The stress model has its root in multidimensional scaling (MDS) [37,38], and the term
MDS is sometimes used to describe the embedding process based on the stress model.
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FIGURE 4.5: Result of some of the algorithms applied to two graphs, dw256A and gh882.
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FIGURE 4.6: Example drawings of some graphs from the University of Florida Matrix
Collection. (From T. A. Davis and Y. Hu. University of Florida Sparse Matrix Collection.
ACM Transaction on Mathematical Software, 38:1-18, 2011 [36].)

When used to embed multidimensional data, distance among any pairs of item can be easily
calculated using the appropriate metric defined in that space. However when used to embed
graphs, typically only the lengths of the edges are known. In this case the distance between
two non-adjacent nodes are assumed to be their shortest path distance. This practice dates
back to at least 1980 in social network layout [39], and in graph drawing using classical
MDS [38], even though it is often attributed to Kamada and Kawai [3] in the graph drawing
literature.

There are several ways to minimize Equation 4.3. A simple (though not always robust)
approach is to place each node iteratively [4],

xTr; = W5 | Ty +d1 >
Zg;ﬁz Z ! ( ! ’ H - m]”

T i

_TiTxj

Note that x; and z; + d;; — Hav ]
tioned simply places node ¢ at the average of the ideal positions with regard to the other
nodes. Here we treat the right-hand side as known by using the current best guess of
node positions. A more robust and preferred approach is to employ the majorization tech-
nique [4]. While the technique is typically derived by a careful use of Cauchy—Schwarz in-
equality on the stress function, it can be derived simply by rearranging the earlier mentioned
equation as

are of distance d;; from each other. So the earlier men-

—z;
Xy Ty
g wij(z; — g wijdij :

2 >t ]

The left-hand side can be written as the product of a |V| x |V| weighted Laplacian matrix
and a |V| x d tall matrix of node positions. The right-hand side is seen as a weighted sum of
unit vectors, and is assumed to be known by using the current best guess of node positions.
The stress majorization process thus repeatedly solves the earlier mentioned linear system,
and uses the resulting solution as the new node position for the right-hand side. We iterate
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until the node positions no longer change. Row “Stress” of Figure 4.5 displays drawings
given by the stress majorization algorithm. It performed very well on both graphs.

On large graphs, the stress model in Equation 4.3 is not scalable. Formulating the
model requires computing the all-pairs shortest path distances, and a quadratic amount of
memory to store the distance matrix. Furthermore the solution process has a computational
complexity at least quadratic to the number of nodes. In recent years there have been
attempts at developing more scalable ways of drawing graphs that still satisfy the user-
specified edge length as much as possible. We will discuss some of these after we introduce
the strain model.

The strain model (classical MDS). The strain model, also known as classical MDS
[40], predates the stress model. Classical MDS tries to fit the inner product of positions,
instead of the distance between points. Specifically, assume that the final embedding is
centered around the origin. Furthermore, assume that in the ideal case, the embedding fits
the ideal distance exactly: ||z; — ;|| = d;;. It is then easy to prove [41] that the product of
the positions, a:iT;rj, can be expressed as the squared and double centered distance,

1 V] V] Vi Vi
xT:

1 1
T _ 2 2 2 2
k=1 k=1

%
k=11=1

In real data, it is unlikely that we can find an embedding that fits the distances perfectly,
but we would still expect b;; to be a good approximation of 27 x;. Therefore we try to find
an embedding that minimizes the difference between the two,

min [|X7X — Bs (4.5)

where X is the |V| x d dimensional matrix of x;’s, B is the |V| x |V| symmetric matrix of
bi;’s, and ||.||F is the Frobenius norm. Denote the eigen-decomposition of B as B = QTAQ,

then the solution to Equation 4.5 becomes X = A}l/ 2Q, where Ay is the diagonal matrix
of A, with all but the d-largest eigenvalues on the diagonal set to zero. In other words, the
strain model works by finding the top d eigenvectors of B, and uses that, scaled by the
eigenvalues, as the coordinates. Because the strain model does not fit the distance directly,
edge length in the layout may not fit the length specified by the user as well as the stress
model. Nevertheless, the layout from the strain model can be used as a good starting point
for the stress model. Row “Classical MDS” of Figure 4.5 gives drawings using classical MDS.
It performed better on the mesh-like dw256A graph than on the sparser gh882 graph. On
the latter it gives a drawing with many vertices close to each other, making details of the
graph unclear, even though it captures the overall structure well.

MDS for large graphs. In the stress model (as well as in the strain model), the graph
distances between all pairs of vertices have to be calculated, which necessitates an all-pairs
shortest path calculation. Using Johnson’s algorithm, this needs O(|V|?log|V| + |V||E|)
computation time, and a storage of O(]V'|?). Solution of the dense linear systems takes even
more time than the formation of the distance matrix. Therefore for very large graphs, the
stress model is computationally expensive and prohibitive from a memory standpoint.

A number of attempts have been made to approximately minimize the stress energy or
to solve the strain model.

The multiscale algorithm of Hadany and Harel [32] improved the Kamada and Kwai [3]
solution process by speeding up its convergence; Harel and Koren[33] improved that further
by coarsening with k-centers.
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A multiscale algorithm of Gajer et al. [31] applies the multilevel approach in solving the
stress model. In the GRIP algorithm [31], graph coarsening is carried out through vertex
filtration, an idea similar to the process of finding a maximal independent vertex set. A
sequence of vertex sets, V0 =V c V! c V2%, ...,C V., is generated. However, coarser
graphs are not constructed explicitly. Instead, a vertex set V¥ at level k of the vertex set
hierarchy is constructed so that distance between vertices is at least 2= + 1. On each
level k, the stress model is solved by a force-directed procedure. The spring force on each
vertex i € V¥ is calculated by considering a neighborhood N*(i) of this vertex, with N*(7)
the set of vertices in level k—chosen so that the total number of vertices in this set is
O(|E|/|V*|). Thus the force calculation on each level can be done in time O(|E|). It was
proved that with this multilevel procedure and the localized force calculation algorithm, for
a graph of bounded degree, the algorithm has close to linear computational and memory
complexity. However in the actual implementation, at the finest level, GRIP reverts back
to the spring-electrical model of Fruchterman and Reingold [2], making it difficult to assess
whether GRIP can indeed solve the stress model well.

LandmarkMDS [42] approximates the result of classical MDS by choosing k << |V ver-
tices as landmarks, and calculating a layout of these vertices using classical MDS, based on
distances among these vertices. The positions for the rest of vertices are then calculated by
placing them at the weighted barycenter, with weights based on distances to the landmarks.
So essentially classical MDS is applied to a k x k submatrix of the |V| x |V| matrix B. The
complexity of this algorithm is O(k|E| + k?), and only O(k|V|) distances need to be stored.

PivotMDS [43], on the other hand, takes a |V| x k submatrix C of B. It then uses the
eigenvectors of CCT as an approximation to those of B. The eigenvectors of CC”T are found
via those of the k x k matrix CTC. By an algebraic argument, if v is an eigenvector of CTC,
then

cct(cov) = C(CTCv) = M\(Cv)

hence Cv is an eigenvector of CC”T. Therefore PivotMDS proceeds by finding the largest
eigenvectors of this smaller k x & matrix CTC, then projects back to |V |-dimensional space
by multiplying them with C. It uses these projected eigenvectors, scaled by the inverse
of the quartic root of the eigenvalues, as coordinates. Using this technique, the overall
complexity is similar to LandmarkMDS, but unlike LandmarkMDS, PivotMDS utilizes dis-
tances between landmark vertices (called pivots) and all vertices in forming the C' matrix.
In practice, PivotMDS was found to give drawings that are closer to the classical MDS than
LandmarkMDS. Tt is extremely fast when used with a small number (e.g., k & 50) of pivots.

It is worth pointing out that, for sparse graphs, there is a limitation in both algorithms.
For example, if the graph is a tree, and pivots/landmarks are chosen to be non-leaves, then
two leaf nodes that have the same parent will have exactly the same distances to any of the
pivots/landmarks; consequently their final positions based on these algorithms will also be
the same. This problem may be alleviated to some extent by utilizing the layout given by
these algorithms as an initial placement for a sparse stress model [4,39].

The MaxEnt algorithm [44] is based on the following argument. The user only specifies
the length of edges. The stress model, Equation 4.3, assumes that the unknown distance
between nonneighboring vertices should be the shortest graph-theoretic distance. This is
reasonable, but does add artificial information that is not given in the input. In addition,
calculating all-pairs shortest distances for large graphs is costly anyway. On the other hand,
specifying only the length of edges leaves too many degrees of freedom in possible node
placement. A reasonable yet efficient way to satisfy these degrees of freedom is thus needed.
MaxEnt proposed to resolve the extra degrees of freedom in the node placement by max-
imizing a notion of entropy that is maximized when vertices are uniformly spread out,
subject to the edge length constrains. In the final implementation, MaxEnt minimized the
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following sparse stress function defined on the edges, together with a penalty term that
helps to spread out vertices:

min Y wy (o -l —diy)? —a Y Inflw - (4.6)

{ijteE {ijr¢E

It turns out that a solution technique similar to stress-majorization can be employed, except
that the matrices involved are all sparse, and the right-hand side can be approximated
efficiently using the fast force approximation technique discussed earlier. MaxEnt was found
to be more efficient than the full stress model. Although it is not as fast as PivotMDS,
MaxEnt does not suffer from the same limitation as PivotMDS on sparse graphs.

There are at least two more recent attempts at a scalable stress model. Very briefly, the
MARS algorithm [45] tried to approximate the full stress model by forming an approximate
SVD of the off-diagonal matrix of the Laplacian, using a small set of selected columns of
the matrix. The COAST [46] algorithms reformulate the stress model so that fast convex
optimization techniques can be applied.

4.2.1.3 Other graph layout algorithms for large graphs

ACE. Koren et al. [47] proposed an extremely fast algorithm for calculating the two ex-
treme eigenvectors using a multilevel algorithm. The algorithm is called algebraic multigrid
computation of eigenvectors (ACE). Using this algorithm, they were able to lay out graphs
of millions of nodes in less than a minute. However, such eigenvector-based algorithms tend
to give relatively poor graph layout.

High-dimensional embedding. The high-dimensional embedding (HDE) algorithm
[48] finds coordinates of vertices in a k-dimensional space, then projects back to two-
or three-dimensional space. First, a k-dimensional coordinate system is created based on
k-centers, where the k-centers are chosen as in LandmarkMDS/PivotMDS. The graph dis-
tances from each vertex to the k-centers form a k-dimensional coordinate system. The |V
coordinate vectors form an |V| x k matrix Y, where the ith row of Y is the k-dimensional
coordinates for vertex i¢. The dimension of this coordinate system is then reduced from k
to d (d = 2 or 3) by principal component analysis, which finds the d largest eigenvectors v;
of YTY (Y is first normalized so that the sum of each column is zero), and uses Yv; as the
coordinates of the final embedding.

HDE has many commonalities to PivotMDS. Due to its reliance on distances from the
k-centers, HDE may suffer from the same issue as PivotMDS and LandmarkMDS on sparse
graphs. In practice it tends to do worse than PivotMDS on such graphs. Row “HDE” of
Figure 4.5 gives drawings using HDE. It performs particularly badly on the qgh882 graph,
with vertices close to each other, obscuring many details.

4.2.2 Software for large graph layout

While it is not difficult to write simple code to lay out small graphs, for large graphs, a
lot of techniques must be used to make the code efficient and effective. Fortunately there are
many free noncommercial software programs and frameworks for visualizing and drawing
large graphs. The following is a non-exhaustive list that we are aware of:

e Cytoscape [49] is a Java-based software platform particularly popular with the biologi-
cal community for visualizing molecular interaction networks and biological pathways.

e Gephi [10] is a Java-based network analysis and visualization software package which
is able to handle static and dynamic graphs. It is supported by a consortium of French
organizations.
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e Graphviz [9] is one of the oldest open source graph layout and rendering engines,
developed at AT&T Labs. It is written in C and C++4 and hosts layout algorithms for
both undirected (multilevel spring-electrical and stress models) and directed graphs
(layered layout), as well as various graph theory algorithms. Graphviz is incorporated
in Doxygen, and available via R and Python.

e NetBioV [50] is an R package that allows the visualization of large network data in
biology and medicine. The purpose of NetBioV is to enable an organized and repro-
ducible visualization of networks by emphasizing or highlighting specific structural
properties that are of biological relevance.

e OGDF [11] is a C++ class library for automatic layout of diagrams. Developed
and supported by German and Australian researchers, it contains a spring-electrical
model-based algorithm with fast multipole force approximation, as well as layered,
orthogonal, and planar layout algorithms.

e Tulip [12] is a C++ framework from the University of Bordeaux I for development
of interactive information visualization applications. One of the goals of Tulip is to
facilitate the reuse of components; it integrates OGDF graph layout algorithms as
plugins.

There is other free software each with its own unique merits, but they may not be
designed to work on very large graphs. For example,

e D3.js [51] is a JavaScript library for manipulating web documents based on data.
Within D3 are spring-electrical model-based layout modules solved by a force-directed
algorithm. D3 makes it easy to take advantage of the full capabilities of modern
browsers, making the resulting visualization highly portable. D3 is developed by
Michael Bostock, Jeffrey Heer, and Vadim Ogievetsky at Stanford University.

e Dunnart [52] is a C++ diagram editor. Its unique feature is the ability to lay out
diagrams with constraints, and it has features such as constraint-based geometric
placement tools, automatic object-avoiding polyline connector routing, and continuous
network layout. It is developed at Monash University, Australia.

An important resource for testing algorithms and systems is real-world network data.
There are a number of websites that host large graph data from real-world applications.
For example, the University of Florida Matrix Collection [36] contains over 2700 sparse
matrices (which can be considered as the adjacency matrix of graphs) contributed by prac-
titioners from a wide range of fields, with the oldest matrices dating as far back as 1970.
The Stanford Large Network Dataset [53] hosts about 50 networks from social networks,
web crawls, and others. The Koblenz Network Collection [54] has about 150 large networks.
GraphArchive [55] contains many thousands of smaller graphs collected by the graph draw-
ing community. House of Graphs [56] offers graphs that are considered interesting and
relevant in the study of graph-theoretic problems.

4.3 Visual Abstraction of Large Multivariate Networks

In this section, we look at another class of large complex network visualization methods
that do not display the entire graph in full detail like the graph drawing methods. Instead,
the graph data has first undergone some kind of transformations into smaller and simpler
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abstractions. These graph abstractions generally fit into the feasible set for classical graph
drawing methods and can be displayed in readable visual forms. To study particular details
on the visual abstraction, network interactions, such as various types of navigation methods,
are often integrated to support the user-driven visual analysis.

The idea of assembling visual abstractions on networks is not new to the visualiza-
tion community, and there are quite a few studies on this topic. Here we describe three
of them based on graph clustering, graph simplification and multivariate network ap-
proaches, respectively. Interested readers are pointed to the related surveys [57-59] for more
information.

4.3.1 Hierarchical clustering—based large network visualization

Clustering is a popular unsupervised data mining method to learn a partition of the data
set. On graphs and networks, it generally works by first identifying a similarity measure
over graph nodes, such as the distance-based [60] and topology-based measures [61]. Then
these nodes are divided into a few groups by clustering algorithms. The visualization of
these clustered graphs is promising for users in that they can reveal the high-level struc-
ture of the graph data. However, classical graph clustering algorithms (e.g., k-means [62])
create only one level of detail and do not allow the fine-grained navigation of these graphs.
We describe the hierarchical interactive map HiMap [63] for large networks that builds over
the hierarchical graph clustering algorithms and supports both flexible visual complexity
control and interactive navigation over the visualization.

Framework and algorithm. Figure 4.7a shows the visualization pipeline for HiMap.
It could be divided into two separate stages: offline data manipulation and online

1=/ Cluster graph browser m@@

Summarization Methods.

VAN

=1
=
@
]
=
Q
=3
)
=

+
B A LT

children st e
3 leaves X )}* )
e R

17 2 children
e 2 leaves
[T
g P+

Clustered graph visualization
6 children
99 leaves

minmint

el

aurfadid uonezifensia yders agnyy

Standard huge graph navigation API i e o el o
/" . /;muﬁnimo Mkt
A A >
Ranking Item quantifying { 5 children S Hes
algorithm algorithm : Sl "
Adaptive data loading/summarization e :ggﬁh;’ffé‘?en

AT
4 children

16 leaves

ol
L 2:]

bstt
2 children

2 leaves

B
5 children
102 leaves [
g

Offline data manipulation

(a) (b)

FIGURE 4.7: HiMap large network visualization approach: (a) the system pipeline; (b) the
visual design in displaying the online social network of students in a university’s department.
(From Lei Shi et al., Proceedings of the IEEE Pacific Visualization Symposium, pages 4148,
2009 [63].)
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adaptive visualization. The offline data manipulation stage involves data collection, clean-
ing, and the hierarchical graph clustering. This stage prepares the network data required for
the on-line visualization of large networks. The adaptive visualization stage involves data
loading, graph layout, projection, and rendering. Different from the classical visualization
methods that show all nodes of the large network in one view, the HiMap approach clusters
the entire network into a hierarchical tree and only presents the nodes within a certain
depth from the root node of the current view. This strategy greatly reduces the visual
clutter commonly found in large network visualization design. Moreover, through a novel
adaptive data loading method, the visual complexity of each network view is maintained
within the capability of human perception. In this way, the amount of data required to load
upon each view transition is also kept small by the screen’s constraint, so that users do not
find significant lag in the experience, but only the smooth animation designed to assist in
network comprehension. Data caching is also maintained to store all the abstracted network
data that users have accessed in their navigation history. When users switch back to one of
the previous views, no extra time and cost is required for the repeated loading.

In particular, HiMap adopted the hierarchical graph clustering algorithm by Newman
and Girvan [64], which can group all nodes in a graph into a binary tree in an agglomerative
manner. To obtain the balanced hierarchical clustering structure, this algorithm is invoked
recursively: (1) All the nodes are grouped into the binary tree until the termination condition
of the algorithm is triggered (i.e., the delta Q value decreases below zero). The remaining
groups become the clusters in the top hierarchy. (2) The subgraph of each such cluster is
processed separately to obtain the subclusters in the next hierarchy. (3) This process works
iteratively until the predefined maximal tree depth is reached. Finally, a static tree structure
is generated over the large network.

On the clustering tree of large networks, we further apply summarization algorithms
to generate the view for visualization. The objective is to maintain an interpretable vi-
sual density and readability in the final view based on the given screen real estate. The
algorithm involves three steps. First, the nodes/clusters under the same father node are
ranked by their customized importance. Two ranking algorithms are supported: one seeks
to maximize the coverage on the subgraph given the top-ranked nodes/clusters. The second
algorithm ranks the nodes/clusters according to their clustered betweenness centrality, so
that the brokers connecting clusters together are displayed with higher priorities for network
diagnosis purposes. The ranks with both algorithms are precomputed so that users could
switch to a new configuration without any delay. Second, based on the current screen real
estate and the user specification, the number of visual items to display in the entire view is
computed. Third, a recursive allocation algorithm is run to determine the number and the
set of displayed clusters/nodes in each hierarchy.

Visual design. Figure 4.7b shows the HiMap visualization of an online social network
with more than 2000 users. These users are from the same department of a university. The
entire view is composed of multiple filled circles enclosing each other. The largest circle in
the view is drawn as the background canvas, which denotes the root node of the clustering
tree, and the smaller circles indicate the first-level clusters in this tree. The fill color is
selected in an ascending saturation from the clusters in the top hierarchy to the bottom
hierarchy, so that the lower hierarchies of the graph are drawn in the foreground to display
the fine details. Within the lowest-level hierarchy in the view, there are icons to represent
the node/cluster within it. The group icon indicates the intermediate cluster in the tree,
with the “+” sign following their node labels. The single icon indicates the leaf node in the
tree. In the current figure, the view is set to a maximal visible depth of two.

By default, the edges between any two leaf nodes are drawn in the view by straight lines.
To reduce the visual clutters common in the densely connected graph, two edge bundling
methods are applied: geometric edge bundling and hierarchical edge bundling. Geometric
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bundling implements the solution in [65]. Some control points are selected in the graph
according to the topology, then all the edges are forced to traverse these points. The other
method bundles all the edges between any two upper-hierarchy clusters together into one
aggregated edge. The intra-cluster edges inside each cluster are not changed.
Interaction. HiMap supports a suite of interactions to inspect the details of the large
network. For example, as shown in Figure 4.7b, users can mouse over a node/cluster in the
view to show the corresponding profile of the representative leaf node (in this data set, the
photo of the user). All the neighboring nodes and edges are highlighted to facilitate the user’s
analysis. More importantly, HiMap provides navigation interactions to visually traverse the
large complex network based on its clustering tree. The basic interaction method is the
hierarchical drill-in/roll-up. By double-clicking on one cluster in the view, the subgraph
under this cluster is summarized again and shown in the entire view, with more visual
items for the detail. This is demonstrated in Figure 4.8. In the first stage of the interaction,
the selected cluster in the blue frame is expanded geometrically, while the other clusters
in the same hierarchy fade out gradually. In the second stage, this selected cluster becomes
the root node and fills the entire canvas, while new clusters start to emerge under the
selected cluster. In the third stage, subclusters/nodes appear within the new clusters to fill
up the view and ensure the visual complexity requirement. Similarly, the view can be rolled
up to go back to the upper hierarchy by double-clicking on the current canvas. Animated
transitions are used during these interaction stages to provide a smooth viewing experience.

4.3.2 CompressedGraph: Large network visualization by graph
simplifications

While graph clustering—based visualization is a good fit for large-scale social networks,
the same method can be inadequate on other domains when the network does not necessarily
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FIGURE 4.8: The drill-in interaction in HiMap; the circled frame in (a) indicates the
selected cluster to drill-in: (a) Stage I; (b) Stage II; (c) Stage III. (From Lei Shi et al.,
Proceedings of the IEEE Pacific Visualization Symposium, pages 41-48, 2009 [63].)
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have community structures. A typical case is the network traffic graph in a lab setting. Each
host in the lab (the network node) can have more connections to the external network, for
example, by surfing the web, than the internal connections. Figure 4.9b illustrates the
visualization result using the clustering—based method over the original traffic network in
Figure 4.9a. The clustered view does not reduce the visual complexity for user analysis,
and even worse, the original network topology is destroyed to some extent. In this part,
we describe a new graph simplification method, called the CompressedGraph [66], based on
the concept of structural equivalence in social network analysis [67]. Rather than detecting
communities, the structural equivalence method classifies the network nodes into categories
by their positions taken in the network, depending only on the network topology. On large
networks in domains such as the computer network, the visualization result can be much
effective than the clustering—based method. As shown in Figure 4.9¢, the 3460-node network
traffic graph is reduced to 18 grouped nodes and 28 edges, while the same graph using
modularity-based clustering [64] generates 50 intermediate clusters (with a maximal depth
setting of four), 939 leaf nodes and 15, 438 edges in the top view.

We should note that the similar idea of visually compressing graphs by exploiting the
topology redundancy has also been studied in a few other studies [68-70]. Similar visual
effects can be achieved; however, they vary in the compression rate and the applicability to
different domains.

Framework and algorithm. The main algorithm in the CompressedGraph is called
structural equivalence grouping (SEG). SEG has a time complexity linear to the number
of edges in graphs. Also, SEG enjoys an advantage in that it can support not only the
undirected graphs, but also the directed, weighted graphs, and provide a fuzzy version of
the algorithm to control the visual complexity after the compression.

Intuitively, SEG aggregates the graph nodes with the same neighbor set together into
groups and constructs a new graph for visualization. For example, in the traffic graph
of Figure 4.10a, the host “192.168.2.23” can be combined with the other three surround-
ing hosts with exactly the same connection pattern. The new graph after SEG processing
(Figure 4.10b) is called the compressed graph. The compressed graph has two kinds of
nodes: the single-node remaining from the original graph (drawn as hollow) and the mega-
node grouped from multiple subnodes in the original graph (drawn as filled colors). In the
following, the SEG algorithm is formally defined.

Let G = (V, E) be a directed, weighted, and connected graph where V' = {vy, ..., v, } and
E = {e1, ..., e;m } denote the node set and the link set. Let W be the graph adjacency matrix
where w;; > 0 indicates a link from v; to v;, with w;; denoting the link weight. In each row
of W, R, = {wj, ..., w;, } denotes the row vector for node v;, representing its connection
pattern. The compressed graph after SEG is denoted as G* = (V*, E*). The compression
rate is defined by I' = 1 — |[V*|/|V].

The basic SEG algorithm takes the graph as a simple, undirected, and unweighted
one by setting wy; = 0 and w;; = wyj = 1 for any w;; > 0. On a graph G, for any
collection of nodes with the same row vector (including the single outstanding node), SEG
aggregates them into a new mega-node/single-node Gv; = {v;,,...,v;, }. All Gu; form the
node set V* for the compressed graph G*. Let fv; = v;, denote the first subnode in Gu;.
The link set E* in G* is generated by replacing all fv; with Gv; in the original link set,
and removing all the links not incident to any fv;. For directed graphs, the adjacency
matrix W is transformed to encode the two connection directions for each node. Each row
vector R;(i = 1,...,n) becomes R; = {w;(_p), ..., Wi(—1), Wil, ..., Win } With w;_jy = wy; for
j =1, ...,n. For weighted graphs, the adjacency matrix W is switched to the weighted one by
mapping a numeric data attribute of the link (4, j) (e.g., flow count in the traffic graph) to w;;
in the matrix. To further increase the compression rate, the discretization of the link weight
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FIGURE 4.9: A comparison of large network visualization methods on the VAST 2012
Mini Challenge-IT network traffic graph (3460 nodes, 48,599 edges): (a) Original view; (b)
clustered view. (From Lei Shi et al., IEEFE International Conference on Big Data, pages
606—612, 2013 [66].) (Continued)
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FIGURE 4.10: The result of the SEG algorithm on an undirected graph (a) original
graph and (b) compressed graph. (From Lei Shi et al., IEEE International Conference on
Big Data, pages 606612, 2013 [66].)

is allowed: first, all link weights are transformed into w;; € (0,1] by either the linear or
nonlinear normalization; second, a bin count B(B > 1) is picked to regenerate link weights
by Wi = [wij X B—I

SEG is a single-pass, deterministic algorithm in that for the same original graph, it
always produces the same compressed graph. In real usage, the user would like to flexibly
control the visual complexity after the compression. This can be achieved through the fuzzy
SEG algorithm. The basic idea is to group nodes with not only the same, but also similar
neighbor sets. The compression rate can be increased with a bounded compensation on
the accuracy. The key is to define the pairwise similarity score between graph nodes. The
standard Jaccard similarity can be adopted, that is, between two sample sets A and B we
have J(A, B) = AN Bl For the directed and weighted graphs, we introduce a unified Jaccard

—lAuBl”
similarity computation between node v; and v; in the graph G by p = % Note
that for the directed graph, k = —n, ..., —1,1,...,n. The fuzzy SEG is achieved by setting a

similarity threshold £. The pair of nodes with p > £ is grouped together iteratively.

Visual design. The right panel of Figure 4.11 gives an example of the SEG-compressed
graph visualization. As shown in the figure, the single-nodes have no fill color and the mega-
nodes have solid fill colors, with the color saturation mapped to the number of subnodes
in the group. The larger group is filled with the more saturated color. By default, the fill
color hue is blue, for example, the node “192.168.1.10+"” in the top-right of Figure 4.11. For
the mega-nodes created by the fuzzy SEG, for example, the node “192.168.2.11+” on the
right part of of Figure 4.11, the fill color is blue-green, indicating a pairwise similarity score
below one. The fill color will gradually change from blue to green and finally to brown, as
the similarity score drops from one to zero.

The labels on the mega-node are created by aggregating the labels of the subnodes in
the original graph. Due to the space limitations of the graph view, an abstracted label
is displayed on each mega-node as the node identifier. The full label will pop up upon a
mouse hovering or a click action, for example, the one on the node “192.168.1.10+.” The
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FIGURE 4.11: The compressed graph visualization interface. The main graph view is
on the right, and the algorithm controller is on the left. The data set is from the VAST
Challenge in 2011. (From Lei Shi et al., IEEE International Conference on Big Data, pages
606-612, 2013 [66].)

group size of each mega-node is drawn below the node, together with the within-group
similarity score when it is below one. By default, straight lines are used to represent the
links in the compressed graph, with the line thickness mapped to the sum of counts of
all the corresponding links in the original graph. The node/edge attributes on compressed
graphs can also be mapped onto the visuals. For example, in the case of the traffic graph in
the security domain, the node label can be the host types (Figure 4.9¢) or the alphabetical
anomaly icons (Figure 4.11) indicating the detected type of anomalies on the host.

Interaction. The CompressedGraph visualization supports most basic graph interac-
tions. In addition, it provides user control over the SEG algorithm settings. In the control
panel of Figure 4.11, the “Compression level” section lists multiple checkboxes as switches
for the undirected, directed, and weighted SEG. For the weighted SEG, the link weight
mapped from the edge attribute of the graph can be specified. To use the normalized
link weight, a bin number can be specified to discretize the weight. In the “Compression
level” and “Compression similarity” sections, the compression rate can be tuned to generate
smaller or larger graph abstractions through the fuzzy SEG algorithm.

Complementary to the automatic SEG operation, CompressedGraph introduces manual
node grouping/splitting interaction. In many cases, the users have their own criteria towards
a best graph abstraction. The user can either select a collection of nodes and click the
“group” button in the navigation panel, or use drag-and-drop to group one node into another
one at a time. In the drag-and-drop process, the pairwise similarities of the selected node
with all the other subnodes in the candidate group are shown as the visual hint. On the
other hand, the user can either select the mega-nodes and click the “split” button, or simply
double-click on one mega-node. The mega-node grouped by the fuzzy SEG will first collapse
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to mega-nodes by the deterministic SEG, and upon another double-click, collapses to the
original subnodes. Figure 4.10a gives an example of the manually created abstraction over
the SEG algorithm, which further reduces the network size to 9 grouped nodes and 11 edges.

The proposed SEG-based compressed graph visualization method has been integrated
into a tool called network security and anomaly visualization (NSAV) to address the problem
in the network security domain, which will be detailed in Section 4.4.

4.3.3 OnionGraph: Multivariate network visualization by
topology-+tattribute abstractions

The aforementioned visual abstraction methods can be effective in displaying large-scale
networks. However, the modern networks are often multivariate in as there are multiple
attributes on the network nodes and edges. Some networks are even heterogeneous as their
nodes and edges are of different types. For example, in a bibliographic information net-
work, a node can be an author with an affiliation, a paper with a certain topic, or a venue
(i.e., conference/journal) held in some location. An edge can represent the relationship
of citations, authorizations, presentations, and so on. On these multivariate networks, ex-
cept for visualizing the network topology, how to display the network node/edge attributes
and the correlations between these attributes and the network topology emerges as a new
problem. This is particularly challenging because in the graph drawing approaches, the
node locations have traditionally been used to represent the network topology. While a few
visual channels, for example, the node shape, fill color, and edge thickness are available
to display the node/edge attributes, the constraints on human perception and the nature
of high-dimensional information on networks make direct encoding methods infeasible for
many scenarios. In this part, we describe OnionGraph [71], an integrated framework for
the exploratory visual analysis of large multivariate networks. OnionGraph creates several
hierarchies on the multivariate network by combining the topology and attribute informa-
tion on these networks. Through visual abstractions based on the network hierarchies and
interactions similar to the compressed graph, OnionGraph supports level-of-detail viewing
on multivariate networks.

Framework and algorithm. OnionGraph introduced a stratified semantic+topological
principle. At high levels, the large network is aggregated by a combination of semantic in-
formation (the node type and attributes). Interesting portions of the abstraction can be
drilled down in situ by exploiting topological features. After steps of user navigation, a
stratified network view with different levels of abstraction is created on demand to serve
the complicated heterogeneous network analysis tasks. Sketched examples are given in
Figure 4.12, which shows the five-level hierarchical structure of OnionGraph. The design
features the semantic+topological principle: the semantic aggregations (SA) in level-I and
level-1T are purely semantic, the level-III RRE combines semantic and topological informa-
tion, and the level-IV (SSE) is mostly topological. In the following, we formally present
the suite of OnionGraph algorithms to create the hierarchical abstraction over multivariate
networks.

Heterogenous network. Let G = (V, E) be a directed and weighted multivariate net-
work. V' = {vy,...,v,} and E = {ey,...,en} denote the node and link sets. W denotes
the adjacency matrix where w;; > 0 indicates a link from v; to v;, with w;; denoting the
link weight. On each node v;, N*(v;) = {jlw;; > 0} and N~ (v;) = {j|w;; > 0} indicate
the outbound and inbound neighborhood set, both representing its connection pattern. Let
D = {dy,...,ds} be the type and attribute of network nodes in G, with s dimensions in
total. D(v;) = {di(v;),...,ds(v;)} denotes the type/attribute values of the node v;, with
di(v;) indicating the value in the kth dimension.
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FIGURE 4.12: OnionGraph structure featuring five hierarchies below the original network:
networks by semantic aggregations (SA) on the node type (heterogeneous abstraction) and
the node attributes, relative regular equivalence (RRE), strong structural equivalence (SSE),
and the single-node-level network in the finest granularity. In each hierarchy, the network
can be expanded at certain points into their lower-hierarchy details. (From Lei Shi et al.
IEEE Pacific Visualization Symposium, pages 89-96, 2014 [71].)

Network partition. Let P : V — {1,2,...,t} be a partition (role assignment, coloration,
grouping, interchangeably) of the network G into ¢t subgroups of nodes. P(v;) indicates the
partition index of node v;.

The OnionGraph algorithms to create a network abstraction is equivalent to finding a
partition of the network according to the abstraction settings.

SA creates a partition of the network using a selected set of node types or attributes.
Formally, for any nodes v; and v; in a network G, given the selected attribute set D C D,
the SA network partition P satisfies:

D(v;) = D(vj) & P(v;) = P(v;) (4.7)

Figure 4.13a illustrates a partition based on the node attribute having values “I” or “I1.”

RRE [72] is defined recursively on the network node by the same set of neighborhood
roles. For any nodes v; and v; in a network G, a regular equivalence network partition P
satisfies:

P(v;) = P(vj) = P(N"(v;)) = P(N*(v;)) and P(N~(v;)) = P(N"(v;)) (4.8)

However, directly applying the regular equivalence on a network will lead to many possi-
ble partitions. Figure 4.13b gives a particular case. In the extreme case, the identity partition
(every node serves a different role) and the complete partition (every node serves the same
role) are both regular. It is hard to find an appropriate regular equivalence partition in the
real usage. OnionGraph introduces a practical solution to apply RRE, which can work on
top of the existing SA partition. RRE explicitly derives the maximal regular equivalence
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FIGURE 4.13: OnionGraph network partitions (undirected case). In each subfigure, the
node fill color indicates the partition index: (a) semantic aggregation (the selected attribute
value is labeled on the node); (b) a regular equivalence partition; (c¢) the regular equivalence
relative to the semantic aggregation in (a); (d) SSE. (From Lei Shi et al. IEEE Pacific
Visualization Symposium, pages 89-96, 2014 [71].)

partition by refining the semantic partition. Mathematically, the RRE partition P over a
semantic partition P, satisfies:

P(’Uz) = P(Uj) 4 PO(Ui) = P()(Uj) and

Po(N+(w3)) = Po(N*(vy)) and Po(N~(v:)) = Po(N~(v;)) (4.9)

Figure 4.13c gives an example of the RRE partition relative to the semantic partition
in Figure 4.13a.

SSE partition [67] requires the network nodes to have exactly the same neighborhood
set. For any nodes v; and v; in a network G, the SSE network partition P over a RRE
partition Py satisfies:

vj) and
i) =N~ (v))

Besides the standard definition, there are a few variations of the RRE/SSE partitions.
The undirected RRE/SSE (Figure 4.13) considers the union of both inbound and outbound
neighborhood sets, and the weighted RRE/SSE considers the number of role occurrences in
the neighborhood (RRE) and the weight of the connecting edges (SSE). These options are
included in the OnionGraph design and can be configured by users.

Visual design. A typical OnionGraph visualization is shown in Figure 4.14. Each col-
ored node represents a group of the original nodes in the large network. The node size
encodes the number of individual nodes in each group. The initial abstraction aggregates
all the nodes by their types (“author,” “paper,” and “venue” in this figure), as indicated by
the icon on the top-right part of each node. The node group in the top-level heterogeneous
abstraction is displayed by a filled node, for example, the spring-green node in the center
of Figure 4.14, representing all 9557 papers. All the other nodes in this figure are expanded
from the top level. They are drawn by the “onion” metaphor composed of several concentric
circles. The number of circles indicates the abstraction hierarchy: the SA has three circles
(venue nodes in Figure 4.14), RRE has two circles (author nodes in Figure 4.14), and SSE
has one circle. The individual node only remains a solid dot. Upon the top-down exploratory
analysis, the visual complexity of each node group is reduced as the number of node groups
increases, so as to balance the overall complexity of the OnionGraph view.

P(v;) = P(vj) & Po(vi) = Po(

N*(v;) = N*(v;) and N~ ( (4.10)
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FIGURE 4.14: An OnionGraph network visualization of the author-paper-venue biblio-
graphic network in the visualization community. Three author groups indicate the different
connection patterns: normal authors with co-authors and publications, special authors who
only write single-authored papers, and anomalous authors without a publication (potential
errors in the data set). Four venue groups indicate the conferences/journals on different
topics. (From Lei Shi et al. IEEE Pacific Visualization Symposium, pages 89-96, 2014 [71].)

Node color in OnionGraph is determined by the type/attribute values of each node
group. In Figure 4.14, initially three colors (yellow, spring-green, indigo) are picked uni-
formly on the color hue. After the expansion of the venue node into subnodes, four new
colors are assigned with the linear hue and saturation offsets from the indigo color, as shown
by the legend in the bottom-left part of Figure 4.14. The node labels by default show the
value of the currently selected node type/attributes. When a node group contains only
one node, the detailed node title is also shown in the label. The selected nodes are drawn
with dark-red outlines and labels, coupled with a “+/-” sign upon hovering to indicate the
lower /upper level to explore. The neighborhood of the selected nodes and their connecting
links are drawn in dark orange. The link thickness and the link label encode the number of
individual links between the groups. Different from the simple graphs, OnionGraph usually
has a loopback link on each node group, which indicates the internal connection. This is
displayed by the arc above the node.

Interaction. The typical OnionGraph interaction works like this: the user selects a
portion of interesting subgraphs in the network, specifies an abstraction profile, and finally
executes the OnionGraph algorithm to display the finer/coarser-grained visual represen-
tation on these selected subgraphs. The network selection is supported in multiple ways,
through single-clicks on network nodes, rubber band selection/deselection, and Ctrl plus
single-click to select a node set with the same abstraction profile. The abstraction profile is
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configured in the control panel on the left side of the interface. The control panel includes
the abstraction level control, the attribute multiselection, and the switches indicating the
abstraction settings, for example, directed, weighted, and fuzzy RRE/SSE algorithms. The
selected subgraph is processed by clicking the abstract button. In another usage, users
can double-click on the selected node set in the main network view to expand to the next
level abstraction. When the context is set to the “collapse” mode, the selected node set is
regrouped into the upper-level abstraction.

From the menu of the OnionGraph interface on the top, a few configurations such as the
layout algorithm, and the network node/link visual encoding, can be specified. OnionGraph
also allows the neighborhood charting mode. Each node group aggregated by RRE is drawn
by a chart instead of the onion metaphor, showing the distribution of attribute values in the
node’s neighborhood. The bottom-left filter panel allows the user to plug in node attribute
filters on the network. The OnionGraph abstraction is executed over the filtered network.
On the network link, a simplified filtering mechanism is supported by a multi-checkbox
interface. The rightmost part of the OnionGraph interface shows the network details upon
visualizations and interactions. The top-right panel displays the node legend indicating the
icon/color coding of each node group in the network. The center-right panel displays the list
of nodes currently selected in the main view. Upon choosing one node in the list, the node
attributes are displayed in a key-value table in the bottom-right panel.

4.4 Applications of Large Complex Network Visualization in
Security

4.4.1 Compressed graph for identification of attacks

Large-scale network graph analysis and visualization has been applied and shown to be
effective in computer security and network management. One example is NSAV [66]. It is
challenging to visualize network traffic graph due to the sheer volume and large number of
hosts and network connections among them. NSAV looks to reduce the number of nodes
(and their connections), thus reducing the visual complexity for network administrators and
operators to analyze their networks.

4.4.1.1 Situation awareness

Consider John, the network operation lead of a large enterprise, who collects the Netflow
firewall log on a daily basis; he is checking the corporate network status of the recent three
days for noteworthy events. He starts by loading all of the network traffic in this period, as
shown in Figure 4.15a. Because the view is too messy, he continues by creating a compressed
traffic graph, as shown in Figure 4.15b. The comparison of the two graph visualizations is
quite significant as the second graph is much smaller and easier to visualize.

4.4.1.2 Port scan and OS security holes

Based on his network structure, John bypasses three server machines (1.2, 1.6, 1.14),
which routinely communicate with all the hosts for DNS/data services. Also according to
his knowledge, the suspicious behaviors of a hub node, for example, port scan, is often
associated with OS security holes. Therefore, he clicks on this anomaly type and highlights
all the hosts with such an anomaly on the graph. To drill-down to individual hosts, he splits
the fuzzy group and locates 2.171-2.175 as the threats. He finds that 2.174/175 are more
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4.4.1.3 DoS attacks

One critical machine that John examines is the corporate external web server
(172.20.1.5). With the compressed graph, the server is easily located by its unique con-
nection patterns. A single click on the host shows up a noteworthy anomaly icon (I) on
the morning of the first day, suggesting that there could be Denial-of-Service (DoS) at-
tacks through SIP. John further drills down to that period with the time range selector and
highlights the web server’s egocentric traffic graph. Figure 4.17 confirms the potential DoS
attacks from the external hosts 10.200.150.201, 206—209, through the anomalies happening
simultaneously with the web server.

4.4.1.4 Botnet detection

In this example, NSAV is able to detect malware infection and botnet behavior via Inter-
net Relay Chat (IRC) communication channels. In the first subgraph of the network traffic,
as in Figure 4.18, it is identified that the I and M icons appeared frequently and almost in
couples in reverse directions. A selection of the I RC'— M alware—1In fection_s anomaly (icon
I) in the anomaly type list reveals three group of hosts highlighted in red in Figure 4.18.
They are all workstations having enormous IRC connections to a portion of 12 websites
(10.32.5.*%), with the potential to be compromised botnet clients. Further selecting two
typical workstations (172.23.123.105, 172.23.231.174) and websites (10.32.5.50, 10.32.5.52),
their temporal anomaly distributions are plotted in the right panel of Figure 4.18.
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FIGURE 4.17: DoS attacks against 172.20.1.5 (corporate web server) from 10.200.150.201,
206—209. (From Lei Shi et al., IEEE International Conference on Big Data, pages 606-612,
2013 [66].)
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FIGURE 4.18: Three groups of machines in heavy IRC traffic with the websites through
port 6667 suggesting suspicious botnet infections. (From Lei Shi et al., IEEFE International
Conference on Big Data, pages 606-612, 2013 [66].)

It is shown that the IRC traffic exchanged with the websites overwhelm in the whole
inspected period. Note that nine of the websites (10.32.5.51-59) reply with the IRC au-
thorization message (icon M), indicating the establishment of potential botnet server-client
connections.

The host 172.23.231.174 (all-time IRC client) shows fine-grained patterns: the connec-
tions are composed of two temporal stages, indicated by a small gap in the middle of the
anomaly panel. A drill-down analysis at this gap shows that the first stage ends up with a
large port (43325) and the second stage starts with a small port (1185). After checking the
anomaly file, we conclude that the IRC traffic from the workstations are programmed, with
sequentially enumerated source ports. It verifies the hypothesis that these hosts have been
compromised as botnet clients.

4.4.2 ENAVis for enterprise network security management

Enterprise Network Activities Visualization (ENAVis) [73] is a tool for visualizing the
network activities among hosts (domains), users and applications (HUA) graph model.
The network connectivity graphs can be built based on the various combinations of states
(H, U, A, HU, HA, UA, HUA). The hierarchical, heterogeneous graph representation of
HUA data, enabled by the local context information collected from enterprise networks,
captures the dynamic relationship and interaction between machines and user applica-
tions. Figure 4.19 illustrates such HUA graph visualization in enterprise network security
management.

4.4.2.1 User and application-level policy compliance

In this example, suppose an enterprise management team needs to know whether their
employees have complied with the company’s network usage policy and whether the current
mechanisms are adequate for enforcing the policy. A financial intranet server’s access policy
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FIGURE 4.19: Hierarchical host-user-application (HUA) graph model in the ENAVis
tool. (From Qi Liao et al., Proceedings of the USENIX 22nd Large Installation Sys-
tem Administration Conference (LISA 08), pages 59-74, San Diego, CA, November 9-14
2008 [73].)

is defined such that only authorized users can access or even see the financial system. To
that end, a set of host-based firewall rules are put in place on the finance server (host name
finance) with restrictions to the hosts (host name concert) of authorized finance personnel
on the company campus.

Since host to user mapping is dynamic, the notion of host as identity quickly breaks
down (see Figure 4.20). Suppose in the same environment that ssh connectivity was en-
abled on the network. In the scenario of Figure 4.20, an unauthorized user ¢liao connects
from IrishFB.nd.edu with X11 forwarding to concert.cse.nd.edu and launches an instance
of firefox to access the finance web server. In a multiuser environment, where multiple users
are logged on to the same machine and make network connections, other tools have no way
of differentiating those connections because the connections all have the same source IP.
Similarly, the legitimate user striegel may carelessly connect from a Starbucks shop to his
office desktop concert in order to access a financial account just for convenience. Neither
of these two cases is desirable and is a violation of the policy because the original intent of
the policy was that anyone not part of the finance department should not be able to access
the finance host.
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FIGURE 4.20: HUA graph captures two possible host IP ACL policy violations caused by
the unintentional configuration on host concert without ssh restriction. (From Qi Liao et
al., Proceedings of the USENIX 22nd Large Installation System Administration Conference
(LISA '08), pages 59-74, San Diego, CA, November 9-14 2008 [73].)

4.4.2.2 Machine compromise and attack analysis

In this example, a phishing e-mail pretending to be from the IT department in an
enterprise network claims the system has been upgraded and requires all users to send in
their passwords, or their accounts will be suspended. Some users are suspected to be victims
of the scam and may have their system compromised.

An administrator generates HUA network graphs and highlights the problem user node
(jdoe) (as in Figure 4.21). It is straightforward to see which hosts the user has touched
during the time frame and what applications the user used. The file access information
logged by 1sof is kept in the master database and a single query would reveal all files that
user ID has touched among all the hosts. In this case, a visual HUA graph is helpful to see
what hosts and users that a compromised user account has contacted and which applications
it has attempted to launch. This helps expedite significantly such an investigation should
it occur.

4.4.3 OnionGraph for heterogeneous networks

OnionGraph [71] allows a hierarchical grouping of nodes based on not only topological
structure, but node attributes as well. The graph model is useful in a network management
setting. Similar to the earlier mentioned HUA graph model, OnionGraphs can be applied to
visually analyze HUA network graphs. Suppose a network administrator needs to analyze log
data collected from his or her managed network. Since there must be a starting point, he or
she starts with the most concise HUA network visualization in Figure 4.22. Not overwhelmed
by the number of nodes and connections, from this top-level graph, the administrator easily
finds that there were 128 users logged on 601 internal hosts running 298 unique applications,
which connected to either internal hosts or 2802 external domains.
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FIGURE 4.21: The HUA network graph reveals a highlighted user (jdoe) has logged on
seven machines via ssh and has used the application John the Ripper to crack password files
on those machines. (From Qi Liao et al., Proceedings of the USENIX 22nd Large Installation
System Administration Conference (LISA '08), pages 59-74, San Diego, CA, November 9-14
2008 [73].)
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FIGURE 4.22: A top-level HUA OnionGraph gives the most concise and scalable visual-
ization on large enterprise activity networks. (From Lei Shi et al. IEEFE Pacific Visualization
Symposium, pages 89-96, 2014 [71].)

The administrator makes a few interesting observations when moving from the initial
“heterogeneous groups” to “RRE groups,” on each node type. First, the app nodes are
split into five subgroups, as shown in Figure 4.23, displayed by neighborhood charts: (1)
the majority of applications [apps (217) node] are connected to only internal hosts by
users (focused node in the graph); (2) six applications [apps (6) node] are connected to
only external domains by users; (3) 69 applications [apps (69) node| are connected to both
internal hosts and external domains by users; (4) five applications [apps (5) node] do not
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FIGURE 4.23: Expanded view on application nodes in OnionGraphs reveals a suspicious
application (wireshark) possibly sniffing packets on the network by a malicious user. (From
Lei Shi et al. IEEE Pacific Visualization Symposium, pages 89-96, 2014 [71].)

make network connections; and (5) one application [app (1) app: wireshark] run by an
unknown user talked to a few internal hosts. Type-1 apps contain predominantly scientific
computing programs while Type-2 and Type-3 have significantly more generic network
applications such as ssh, firefox, ftp, and so on. In particular, the Type-5 node containing
only one app (wireshark) is clearly suspicious, possibly leveraged by a malicious user to sniff
packets on the network.

In addition to expansion of application nodes, the administrator may further divide the
user nodes into two groups (Figure 4.24): 127 users that had run applications to connect
to other computers; and the only user who does not run applications to make network
connections. The Type-1 users are primarily enterprise users who are allowed to run scientific
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A
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[host (100%)]
usr:curt

FIGURE 4.24: Expanded view on user nodes in OnionGraphs separates enterprise users
with privileged users in network activities. (From Lei Shi et al. IEEFE Pacific Visualization
Symposium, pages 89-96, 2014 [71].)
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programs. The Type-2 user is the system administrator. As policy compliance auditing, it
is clear that normal users and privileged users have distinguished activity patterns.

4.4.4 OntoVis for terrorism networks

OntoVis [74] prunes a large, heterogeneous network according to both structural ab-
straction and semantic abstraction, thus making large networks manageable and reducing
visual analytic complexity. Graph visualization has applications in social networks as well
as for national security, such as terrorism domains. The original graph of a terrorism net-
work (Figure 4.25a) is too large to analyze effectively while the ontology graph of the same
network (Figure 4.25b) reduces such a network into only nine node types including terrorist
organization, classification, terrorist, legal case, country/area, attack, attack target, and
weapon and tactic.

Al-Qaeda is one of the most dominant organizations in the network and is related to
most terrorist organizations, which can be further clustered. Terrorist organizations are
consistent with their locations. For example, Al-Qaeda connects to the cluster at Gaza
Strip, West Bank, and another cluster at Kashmir, India, and Pakistan. By investigating
the attributes of related organizations, the researchers find that Al-Qaeda and most orga-
nizations related to it are classified as religious and nationalist /separatist organizations. In
Figure 4.26a, organization clusters with the same classifications tend to connect to each
other. Organizations that are located in the same areas tend to be of the same type.

In order to characterize the terrorist attacks, the researchers use attacking targets, tac-
tics, and weapons to describe attacks. In Figure 4.26(b), the green nodes are attacks, the
light blue ones are targets, the purple ones are weapons, and the pink ones are tactics. Most
attacks by Al-Qaeda are bombing attacks using explosive weapons. The attacking targets
vary from business, airport, and government to diplomatic objects. The 9/11 attacks can
also be classified as unconventional attacks.

Weapon[10]

Tactic[12]
Target[21]
Terrorist_attack[1989]

Terrorist[149]

Legal_case[13] Country_area[69]

Terrorist_organization[101]

Classification[10]

FIGURE 4.25: Ontology graph of the terrorism network. (a) Graphs of over 2000 nodes
and 8000 edges creates an overwhelming visual complexity; (b) Onto-graph of only nine
nodes. (From Zeqian Shen et al., IEEE Transactions on Visualization and Computer Graph-
ics, 12(6):1427-1439, 2006. [74].)
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FIGURE 4.26: Visualization of various components of terrorist networks and their rela-
tionships. (a) Terrorist organizations, their locations, and classifications; (b) Terrorist
attacks, their targets, weapons used, and attack tactics. (From Zeqian Shen et al., IEEFE
Transactions on Visualization and Computer Graphics, 12(6):1427-1439, 2006. [74].)

4.5 Summary and Future Directions

In this chapter, we have discussed the state-of-the-art visualization methods to display
large complex networks. The main challenge lies in the unique characteristics of these net-
works collected in the Big Data era: the huge volume in both network size and complex
connections; the increasing variety on the data source, network topology, and the node/edge
attributes and the changing dynamics of the network structure. We focus on the first two
challenges and describe two kinds of visualization approaches: the large graph drawing
method, and the visual abstraction method on large multivariate networks. The graph
drawing methods propose new algorithms to support the layout of large graphs with up to
millions of nodes. The visual abstraction methods study the algorithms to cluster, compress,
and aggregate large graphs into smaller abstractions. These abstractions are visualized by
new metaphor designs and manipulated by users through novel interaction models. We also
introduce one application domain in security where the large complex network visualization
methods are successfully applied to support the visual analysis from end users.

Despite the many existing works in this area, we are far from perfection in connecting
the dots between large complex networks and domain users through visualizations. In the
future, we foresee some important topic threads where many questions remain unanswered,
though the area is largely open and new efforts should not be limited to the following list.

Theory. While the Big Data surge keeps on going, how people visually understand the
result on large complex networks remains open. In particular, given that the graph drawing
algorithms can not scale to an ultra-large network size and visual abstraction is inevitable,
what is the best method and visual design for the abstraction to meet the goal of effectively
analyzing big complex networks?

Algorithm. Rather than focusing on the layout algorithm to place nodes for the large
network, new transformation and mining algorithms on graphs and networks can be more
important in the Big Data context. Compared to the general-purpose graph mining algo-
rithms, the focus on visualization calls for novel mining algorithms to detect interpretable
patterns from the large complex network. In this perspective, the joint optimization of both
the data mining objective and the visualization objective can be an interesting direction.
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Framework and system. In this area of the application research, the design and

implementation of software frameworks and systems to visualize the incoming large complex
newtork, presumptively in a web context, are in most cases more visible than the theoretical
and algorithmic studies. We need online systems that allow users to upload their large
networks for visualization and/or to visually navigate the existing large network collections
for valuable insights.
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